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Executive summary

‘a lot of policing claims to be predictive [...] police make a prediction about 
who they should stop, who they should search, who they should question 
based on some kind of prediction, sometimes informed by evidence, often not. 
What is now being called predictive policing is the automation of those forms 
of prediction.’
Dr Adam Elliot-Cooper, Queen Mary, University of London1 

‘[W]hat we’re doing is shifting from a society or a space within which we 
respond to the needs of individuals, and what we do is present them this risk 
that needs to be managed [...] rather than responding to those needs that 
individuals may have, it repackages it algorithmically, you literally shift these 
individuals into risk to be managed.’
Dr Patrick Williams, Senior Lecturer, Manchester Metropolitan University2 

‘the way in which these systems work is that you’re guilty until you can prove 
yourself innocent. […] criminalisation is a justification for their existence […] 
There is the presumption that people need to be surveilled and that they need 
to be policed.’
Zara Manoehoetoe, Kids of Colour and Northern Police Monitoring Project3 

Almost three-quarters of UK police forces are using data-based and data-driven systems 
to attempt to predict, profile, and assess the risk of crime or criminalised behaviour 
occurring in the future. The use of such approaches is influencing decisions in policing 
and the criminal legal system and people’s access to essential services.

The use of these so-called predictive policing tools in policing and the criminal legal 
system violates people’s rights, including the right to a fair trial and the presumption of 
innocence, the right to privacy, the right to freedom of assembly and association, and 
the right to equality and non-discrimination. These systems are, in effect, a modern 
method of racial profiling, reinforcing racism and discrimination in policing. They 
also risk violations to people’s economic, social and cultural rights, such as the right 
to social security.

Police forces use these systems to attempt to predict where alleged crime will occur 
and to predict and profile who will commit crime in the future or who is at ‘risk’ of 
committing crime or other criminalised behaviour. Police use these so-called predictions, 
profiles, and risk assessments to target specific areas, and people and groups in those 
areas, with increased policing. The aim is to target certain individuals and intervene 
before the predicted behaviour has occurred.

These predictions, profiles and risk assessments influence a wide range of policing, 
including surveillance and monitoring of areas and individuals, police patrols and 
other targeted operations, including stop and search and arrest. Police forces also 
share these predictions, profiles and risk assessments, and related data, with other 
criminal legal system authorities including the Crown Prosecution Service, prison and 
probation services; with essential public service providers such as councils and local 
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authorities, and the Department for Work and Pensions; and with unspecified third-
party agencies and organisations.4 Predictive policing systems are contributing to racist 
and discriminatory policing and criminalisation of areas, groups and individuals, 
perpetuating institutional racism in policing and society.

Their use is leading to the repeated targeting of more deprived areas, including areas 
with higher populations of Black and racialised people, and the targeting of individuals 
from Black and racialised and more deprived backgrounds. There are strong parallels 
between the racism of police profiling in the 1970s and 1980s in the UK under ‘Sus 
laws’, and the use of predictive policing systems to profile people, communities, and 
neighbourhoods today. These data-based systems are the modern face of racial profiling.

These systems are developed and operated using data from policing and the criminal 
legal system. That data reflects the structural and institutional racism and discrimination 
in policing and the criminal legal system, such as in police intelligence reports, suspect 
data, stop-and-search or arrest data. There is inherent bias in that data. For example, 
areas with high populations of Black and racialised people are repeatedly targeted by 
police and therefore crop up in those same police records. Black people and racialised 
people are also repeatedly targeted and therefore over-represented in police intelligence, 
stop-and-search or other police records. This is the data which is then used in police 
predictive, profiling and risk assessment systems – to develop them, train them, and 
operate them. These biases lead the systems using that data to predict that crime will 
occur in those areas, or that individuals from those backgrounds are likely to commit 
crime.192 These outputs lead to further repeated targeting of those areas and individuals, 
creating a cycle of discrimination and criminalisation. 

People in this report spoke of being repeatedly targeted and stopped by police in the 
areas where they live, of being targeted by police because of where they live, of being 
questioned, stopped and searched, and being subjected to violence by police. Others 
spoke about the trauma of being repeatedly targeted by police, both on an individual 
and a community level.

This report focuses on multiple aspects of predictive policing in the United Kingdom 
(UK), including the systems themselves, the policing outcomes or decisions they 
influence, and the impact on individuals, groups and communities in the UK. 

The research for this report took place between October 2022 and November 2024. 
Amnesty International sent Freedom of Information requests to all UK police forces, 
and reviewed publicly available documentation relating to forces’ use of predictive 
policing systems. In areas where police have used predictive policing systems Amnesty 
International conducted discussions with groups, as well as with individuals profiled 
by police, and members of community groups. Amnesty International also interviewed 
experts and academics with relevant knowledge, including a former police chief 
scientist and a member of a police data ethics committee.

The human rights impact of predictive policing

Discrimination
Use of predictive, profiling and risk assessment systems in policing is leading to racial 
profiling, discrimination and discriminatory treatment, in breach of the UK’s national 
and international human rights obligations. 
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The use of these systems by police results, directly and indirectly, in racial profiling, and 
the disproportionate targeting of Black and racialised people and people from lower 
socio-economic backgrounds. This in turn leads to their increased criminalisation, 
punishment, and exposure to violent policing. 

As the UN High Commissioner for Human Rights has acknowledged, ‘predictive 
tools carry an inherent risk of perpetuating or even enhancing discrimination, 
reflecting embedded historic racial and ethnic bias in the data sets used, such as a 
disproportionate focus of policing of certain minorities.’5 

Police and criminal legal system data reflects the structural and institutional racism 
and discrimination that exists in society. This data is then used in police predictive, 
profiling and risk assessment systems at all stages; to develop them, train them, 
and operate them. These systems thus lead to discriminatory outputs, exacerbating 
discrimination that already exists in policing and the criminal legal system. The 
geographic-focused crime prediction and hotspot mapping systems lead to the same 
areas and communities, often more deprived areas, and areas with high populations of 
Black and racialised people, being racially profiled and repeatedly targeted by police. 
This leads to people in those communities being frequently monitored and subject to 
stop and account, stop and search, and even use of force. It leads to a greater likelihood 
of engagement with police and therefore increased risk of encounters escalating into 
violence and sometimes serious harm at the hands of the police. 

Individual-focused prediction, profiling and risk prediction systems similarly lead to 
people from the same backgrounds – often Black and racialised people and people from 
lower socio-economic backgrounds – being racially profiled and repeatedly targeted by 
police. This also results in those people being monitored, subject to stop and account, 
stop and search, use of force and an increased likelihood of engagement with the police. 

These systems also influence other decisions in the criminal legal system, such as licence 
conditions. Profiles are shared with the Crown Prosecution Service, probation service, 
the Department for Work and Pensions, local authorities and unspecified third-party 
agencies or organisations.

The policing and criminal legal system outcomes for, and impacts on, Black and 
racialised people are entered into police and criminal legal system data, creating 
feedback loops of policing, discrimination and criminalisation.

A fair trial and the presumption of innocence
Predictive policing systems produce predictions, profiles and risk assessments. These 
amount to suspicion of criminality or actual labels of criminality, about a person or 
group in a particular area. That suspicion or label is based on data which does not 
amount to evidence of a criminal conviction, or amount to formal suspicion in the form 
of a charge, but merely reflects a profile, or opinion, of potential guilt. These predictions 
can lead to policing interventions and consequences for individuals and groups profiled 
or labelled. This risks violating the presumption of innocence and the right to a fair trial.

People in areas targeted by these systems are presumed guilty. Police are pre-
disposed to seeing their behaviour as criminal or dangerous, increasing their risk of 
criminalisation. Police using these systems have sought to highlight how predictions 
have led to targeted patrols of areas, stop and account, stop and search and arrests. 
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Even more directly, individuals profiled by individual-focused predictive policing 
systems are not presumed innocent. Individuals are profiled and labelled as criminals 
based on intelligence reports and mere suspicion of involvement in crime, without 
objective evidence. An individual can be profiled without having committed a crime.

These profiles lead to monitoring and interventions by police, including stop and 
search and home visits, continuing the cycle of criminalisation. Profiles are shared 
with the Crown Prosecution Service, probation, and prison authorities, potentially 
influencing criminal legal system outcomes such as charging decisions, licence 
conditions, sentencing and prisoner categorisation. Profiles have also been shared with 
other agencies, including the Department for Work and local authorities, where they 
may affect people’s ability to access essential services such as welfare and employment, 
and other local authority-run services. 

The use of these pre-emptive systems to target people and groups before they have 
offended risks infringing on the presumption of innocence and the right to a fair trial. 
As these systems can also be used in sentencing, they risk undermining the principles 
of consistency of sentencing.

Privacy and data
The use of predictive policing systems leads to heightened police activity in particular 
locations, and a greater possibility of interference and unwarranted intrusion by the 
state. These systems erode people’s right to privacy, targeting them in their local area 
and targeting them because of the area they live in.

Individuals’ profiles are shared with other state agencies, including the Crown 
Prosecution Service and probation services, Department for Work and Pensions, local 
authorities and unspecified third-party agencies or organisations, increasing concerns 
about the proportionality of the interference with people’s rights. The stigma of 
suspicion or guilt can follow individuals as they interact with local services, including 
employment, housing and education. The data sharing can also lead to negative 
outcomes in other areas of people’s lives, such as withdrawal of welfare.

Predictive policing systems necessitate the widespread monitoring, collection, storage 
and analysis or other use of personal data, including sensitive personal data, without 
individualised reasonable suspicion of criminal wrongdoing (as distinct from data on 
previous offending history). 

This report provides evidence that UK police use of these systems disproportionately 
targets Black and racialised people and people from more deprived backgrounds, at 
scale. This amounts to indiscriminate mass surveillance. Mass surveillance can never be 
proportionate interference with the rights to privacy, freedom of expression, freedom 
of association and of peaceful assembly. Amnesty International considers that all 
indiscriminate mass surveillance fails to meet the test of necessity and proportionality 
and therefore violates international human rights law.

The use of systems that necessitate such widespread monitoring, collection, storage 
and analysis or other use of such data is therefore a violation of the right to privacy. 

Freedom of association and the chilling effect
The use of predictive and profiling systems to target both geographic areas and 
individuals and communities can have a chilling effect on people’s ability and willingness 
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to exercise their right to freedom of association and assembly. This research evidences 
how people who live and reside in areas targeted by predictive policing will seek to 
avoid those areas as a result, leading to a chilling effect.

As noted above, predictive policing is a form of mass surveillance. Mass surveillance – 
and even the threat of such surveillance – can have a chilling effect on people’s ability 
and willingness to exercise their right to freedom of association. This is especially so 
when the mass surveillance is discriminatory.

Lack of transparency
There is a significant lack of transparency around police use of predictive policing 
systems in the UK. People do not know about their use in policing and their influence 
on the policing of the areas where they live, or how they are affected or targeted. 
People do not know when they have been targeted by police as a result of a predictive, 
profiling or risk assessment system. And people do not know how to challenge such 
a prediction, profile or risk assessment. Even when people do seek information, for 
example about whether they have been profiled, they are met with legal refusals, 
rebuttals and exemptions from police.

Not provided by law
Predictive policing is premised on the concept of predicting criminal behaviour and 
intervening before it happens. 

These systems are used to generate predictions and profiles, labels of potential crime and 
criminality, and suspicion of crime and criminality, against individuals, communities, 
and areas, resulting in policing intervention or enforcement. Police have huge 
discretion over what intervention or enforcement action is used. This makes it difficult, 
if not impossible, for people to adjust their behaviour to avoid this unwarranted and 
disproportionate state intervention. This raises serious concerns about how far the use 
of these systems complies with the principle of legality and is adequately provided by 
law – and hence serious doubts about whether these systems are lawful.

Disproportionate
UK police use of predictive policing systems is disproportionate: their interference with 
human rights, and the harms they exacerbate, outweigh any alleged effectiveness in 
preventing and detecting crime. 

Substantial numbers of people are targeted: more than one system profiles hundreds 
of thousands of people in a single police force area. It cannot be proportionate to 
indiscriminately profile hundreds of thousands of people to assess their potential 
future risk of criminality.

The police create these tools using an extremely broad definition of crime or criminality 
or offending, using a broad swathe of data. The use of these systems cannot be 
considered proportionate when their use disproportionately impacts and affects Black 
and racialised people and people from more deprived backgrounds.

Right to effective remedy
Individuals subject to police predictive, profiling and risk prediction systems must 
have access to effective remedy. 
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But people have no way of knowing if they have been profiled, risk assessed or are 
the subject of a prediction because there is no meaningful transparency regime, and 
because of obfuscation by police forces.

The law offers little or no protection against the predictions, profiles, and risk 
assessments, and the action they lead to.

Key recommendations

Prohibition
Predictive policing systems used by police in the UK are leading to violations of people’s 
rights to equality and non-discrimination, fair trial and the presumption of innocence, 
privacy, and freedom of assembly and association. 

Amnesty International has called for a ban on the use of predictive policing, in relation 
to both individual-focused and geographic-focused systems.6 In 2023 Amnesty 
International called for predictive policing systems to be prohibited in the European 
Union’s Artificial Intelligence (AI) Act. Amnesty International was also a signatory to 
a joint statement along with 114 other human rights and civil society organisations 
in Europe, which said that the European Union must prohibit all forms of predictive 
and profiling systems in law enforcement and criminal justice, including systems 
which focus on individuals, groups and locations or areas.7 The EU AI Act includes a 
prohibition on predictive policing systems.8 

Amnesty International believes the use of data-based predictive, profiling and risk 
assessment systems by police, law enforcement and criminal justice authorities in the 
UK to predict, profile or assess the risk or likelihood of offending, re-offending or other 
criminalised behaviour, or the occurrence or re-occurrence of an actual or potential 
criminal offence(s), of individuals, groups or locations, should be prohibited.

Transparency
All data-based and data-driven systems used by police and in the criminal legal system 
must be subject to clear transparency requirements. This must be in addition to a ban 
on the above, most harmful, systems which attempt to predict, profile and assess the 
risk of future criminality. These transparency requirements are necessary to ensure that 
people can exercise their rights, and to ensure that the prohibition described above can 
be monitored and enforced.

There must be a clear legal obligation that requires police forces and other law 
enforcement authorities to publish full and explanatory details of the data-based and 
data-driven systems they develop and use.

At a minimum, there should be a statutory obligation on UK police forces and other 
law enforcement authorities across England and Wales, Scotland and Northern Ireland, 
including criminal legal system authorities (such as the Ministry of Justice and prison 
and probation services), to register and publish details about all the predictive, profiling 
and risk prediction systems they are developing or using on a publicly available and 
accessible register.
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This publicly accessible register must include:
• �What the intended purpose of the system is;
• �How the system is operated in practice, including a standard operating procedure;
• �All data types that the system uses, including the sources of that data;
• �What decisions or outcomes the system influences;
• �Any internal reviews or evaluations.

Accountability: Effective redress and remedy for people and communities 
affected
People and groups who have been subject to data-based and data-driven systems, 
including any predictions, profiles or risk assessments by police, law enforcement or 
criminal legal system authorities, should have clear and meaningful routes to challenge 
those decisions.

The lack of transparency, and obfuscation and opacity in police forces’ use of these 
systems, can make it challenging to evidence and establish when automated systems 
have indirectly affected an individual, group or area.

In the context of law enforcement use of data and automated processing and decision-
making, safeguards under data protection law are limited to the processing of 
personal data9 and to solely automated processing which produces legal or significant 
consequences.10 

There must be a statutory obligation on UK police forces and other law enforcement 
authorities across England and Wales, Scotland and Northern Ireland, including 
criminal legal system authorities (such as the Ministry of Justice and prison and 
probation services) using data-based predictive, profiling and risk assessment systems 
to provide accountability to people affected by those systems or by the decisions those 
systems influence.

People should have a right and a clear forum to challenge a decision not only 
when it has been solely automated and produces significant and/or legal effects or 
consequences, but also when a data-based predictive, profiling or risk assessment 
system has influenced or indirectly resulted in significant consequences or legal effects.

In particular, this mechanism must:
• �Ensure the right to an effective remedy against UK authorities and against a deployer 

for the infringement of rights;
• �Ensure the right to information and explanation of predictive, profiling or risk 

assessment-supported decision-making for people affected, including about the use 
and functioning of the system;

• �Ensure people affected have access to judicial and non-judicial pathways to remedy 
for violation of their rights by predictive, profiling or risk assessment systems;

• �Ensure public interest organisations have the right to support people seeking remedy, 
as well as to lodge cases on their own initiative.
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UK police are using data and algorithms to ‘predict’ who they 
believe will go on to commit crimes and where. The data they use 
is biased, particularly against Black and racialised communities in 
deprived areas. It is no surprise what this leads to.

Through primary research and freedom of information requests, 
analysis of public sources, first-hand accounts from people in 
affected areas, and interviews with academics, experts and 
community organisers, this report investigates the harmful impact 
of predictive policing.

The research finds that this increasingly widespread data-based 
policing is leading to the criminalisation, punishment and violent 
policing of Black and racialised people, and people from deprived 
areas, based on who they are, their backgrounds, where they live, 
who they associate with. This is the new face of racial profiling. 

In the words of one interviewee: ‘Rather than “predictive” 
policing, it’s simply, “predictable” policing. It will always drive 
against those who are already marginalised.’ 

Amnesty International finds the use of these data-based systems 
to predict, profile and assess people’s ‘risk’ of being involved in 
crime breaches the UK’s human rights obligations and should 
be prohibited.
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